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1. O Things to know prior to using this Guide

You would need to familiarize yourself with this document prior to diving in.

* All the Screen Shots in this Guide are for reference only.

* This Guide will assist you with the deployment of the Managed Containers on Azure
Bundle in an Azure CSP subscription that was purchased through the StreamOne
Portal.

o In depth training on Azure is outside of this guide.

» Accessing the Managed Containers on Azure Bundle
o You would need to login to the Azure portal to get the IP address
» https://portal.azure.com
* You would need to login using the same user name and password as the
one created in StreamOne and what was emailed to you.
* For example: john.doe@contoso.onmicrosoft.com
+ It will give you a one-time password and you will need to change it.
= To access the Managed Containers Platform, you must ensure you have
the Login and Password that were created during the StreamOne
ordering process.
= |f you were not the person who accessed the StreamOne ordering portal
to do the purchasing, please get with that person and obtain the user
login and password that were initially created.
= |f you need to access the underlying VMs, you will need the SSH key
created during the ordering process.

SSH Private Key:

You will be given your Private SSH Key during the order of you OpenShift Container
Platform bundle. Please make sure you secure this key and store it in a safe place as
you will need it for SSH access to any of your instances. Your key will be displayed
only once and there is no way to recover it later on. For security reasons, Tech Data
does not keep a copy.

* Prior knowledge is required with working with Containers and Microsoft Azure.
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1.1 Managed Container on Azure deployment.

Connect to StreamOne Cloud Marketplace:

Reseller Resource Center | Reseller Portal | Contact | Cart &

Softwiare and : ard
You are currently ordering for Aida Dzinovic of TECH DATA FINLAND OY EI TILAUKSIA Change Reseller

Browse By Categories Browse By Vendor

@ BitTitan D L"’"ié'i“’ud /

Office 365 automated assessment, :
migration and deployment

Better margins for you, better experiences
for your customers

S
Dear reseller, We are pleased to announce that StreamOne is now live in Slovakia. With this addition the
platform reaches now 17 European countries, strengthening the TD Cloud presence in Europe

>Go back to Tech Data

Explore Resources

Office 365 Enterprise SaasS UAT TEST Sprint 3.30 SaaS
Microsoft Microsoft >Reseller Portal
Office Application Cloud Storage
" = RS Advertisement
Microsoft Azure 1aaS/PaasS Automation_MSP_Listing_FIN SaasS
Microsoft oneQATest
= 3 Cloud Storage
Kéayttéohjeet

BitTitan Cloud Enablement Services SaasS Microsoft Annual Billing SaasS y J )
BitTitan Microsoft kohta kohdalta suomeksi!
Encryption Email Archiving
Automation Listing FIN SaaS Cisco Spark — Prepaid Annual SaaS
oneQATest Cisco
Migrations Tools Communications
Cisco Spark— Monthly SaasS Intercompany Test SaaS
Cisco IBM Softiayer USER
Communications Cloud Storage

MANUAL

You can search for the Microsoft Azure SKU in Most Viewed, browsing by Categories or Vendor,
or directly searching for it in the search field:

Reseller Resource Center | Reseller Portal | Contact | Gart =

You are currently ordering for Aida Dzinovic of TECH DATA FINLAND OY EI TILAUKSIA Change Reseller

Click on Microsoft Azure:
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Reseller Res

Demard

You are currently ordering for Aida Dzinovic of TECH DATA FINLAND OY El TILAUKSIA

Change Reseller

Home Browse By Categories Browse By Vendor

PRO T SEARCH RE S FOR "Azure’

icrosoft Azure
Microsoft Azure is a market leading eloud platform that enables you to -
quickly build, deploy, and manage applications across a global network EECELR R s |

of Micresoft-managed datacentres. Microsoft provides Cloud

nfrastructure as a Service, Application Platform as a Service, and
Cloud Storage Services

laasPaas

\With Tech Data, you can sell the complete Azure experience. This
covers everything from assessing clowd readiness to spinning up a WM
instamce. and migrations to ongoing management of assets. Tech Data
hawve partnered with MetEnrich allowing resellers to offer white-labelled
services for Azure.

Details Screenshois

You will then be able to browse the different skus, click on "ADD TO CART" button of
registration SKU:

Shop by Product Name

Search: [ Clear Filters Display: 10

Name ¢ Register

Azure Backup
TD# SK8398 MFR2: td-backup-on-ms-azure

Azure Registration - For Sandbox testing
TD# SK35380 MFR#: td-on-ms-azure

Azure Site Recovery
TD# SK8339 MFR#: td-site-recovery-ms-azure

Azure SQL DBaas
TD# SK2401 MFR#: id-sgiserver-ms-cloud

Azure Storage
TD# SK&400 MFR#: td-file-storage-ms-azure-std

Azure -Virtual Machine

NEBBBAE

TD# SK35322 MFR#: MS-AZR-0146P22

Backup On Azure Production l}

TD# SK35316 MFR#: td-backupp-on-ms-azure

NetApp Cloud Volumes N\
TD# SK35323 MFRE: MS-AZR-0146PM ——
Red Hat OpenShift L\
TD# SK35327 MFR#: MS-AZR-0146P o
Small Business Cloud Server v2 +¥-.

TD# SK35343 MFR#: azure-shcsv2-uk-sku
Showing 1 to 10 of 11 entries
First | | Previous | |1

M
=
™
=3
=
o
=

Click on "View Cart" button:
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@ Item Added to Cart

The item was successfully added to your cart.

Cart: 1 tem

Azure Account Creation Based On
Usage

Click on 'Proceeed to Checkout' button:

Your Shopping Cart

Quantity Date Added Product Number Product Details Payment Details
07/05/2018 TD#: SK838T Microsoft Azure Per month, Baszed on Bazed on | Remaove
Mg MS-AZR- Azure Account beginning on: Usage Usage
0145P Creation Details 27/05/2018*
Total €0,00

*** The prices shown here are subject fo change. See the Order Summary page at fime of checkout for the actual unit pricing.

Qur billing cut date is by the 27th of each month. Your account will be activated from the day of purchase and you will be
charged on a monthly basis depending on your consumption. You can cancel the subscription at any given time from the
Reseller Portal.

There is currently no end user assigned to this order. Click "Proceed to Checkout' to assign one.

I PROCEED TO CHECKOUT
CONTINUE SHOPPING SAVE FOR LATER CREATE QUOTE

Fill End User information or select any end user using your email and click on "Continue to
Configuration" button.
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i Checkout

inwith 1Dz

< Return to Shopping

() End Customer Info

Cart End Customer Info Azure Settings Configuration Payrnent Surmmary

-

C' Sales and Customer Support: $358 20 1553 694

Complete

The following products require end user information:

= Azure Account Creation

Please select or enter an end user for the products above:

Select From Address Book

“indicates a required field

Title/Position:

[ Cloud Architect

Company Name:=*

[ Techdata France ]

First Name:=* Last Name:™
[ William ] [ Matyas
Phone Number:*

[ 0033652323069 ]

End Customer Email:*

[ william.matyas@techdata.com ]

Confirm End Custorner Email:*

[ william.matyas@techdata.com ]

Address Line 1:*

[ 142 avenue de Stalingrad

Address Line 2:

L

9 This email address MUST be associated with the end
customer domain to set up the account property. If y
sh to send communication o thi

Managed Container on Azure - Step-by-Step

Page 7




TechData

D Cloud |

Configuration page should be displayed.

Fill in your Microsoft Partner Network ID.
Click on Create a New end customer Microsoft account button.
Enter any unique domain name and click on Check Availability button.

End Customes info Configuration

< Return to Shopping

Microsoft Partner Network ID

Please verify your MPN ID-*

4993596 Chunge

End Customer Microsoft Account

Which end customer Microsoft account would you like to use
for this order”
u Transfer an Advisor, Open, or Trial account

u Create 2 New end customer Microsoft account

Please enter 3 new primary domain name:

azrhos11td onmicrosoft.com

Change

u Existing end customer Microsoft account

‘!' The End Customer {ryan berger@techdata com)

(J | would like to specify a custom account email address

Select "The End Customer email” radio button from the "Account Administration" module.
Or select "l will administer the account" radio button from the account administration module and

enter the Delegate admin email ID.

Click on "Continue to Payment" button.

Managed Container on Azure - Step-by-Step Page 8




Click on "Continue to Summary" button.
Verify the information shown and click on "Place Order" button.

Cart End Customes Info Configuration

< Retumn to Shoppeng

(«) End Customer Information 1ange

(«) Configuration Change

Ryan Berger's Burgers

Ryan Berger

B+B York

155t Peters Grove

York, Y030 640 United Kingdom
ryan berger@techdata.com

Microsoft Account Comain
arrhos11td onmicrosoft.com

Credentials will be sent to:
ryar_berger@techdata com

D Cloud |

S

~ Payment Method Change

() Order Summary tCart
Quantity Product Price Each Tota
1 Red Hat OpensShift Basedon Basedon
Usage Usage
Red Hat OpensShift
ou will be billed based on account usage
>
Have 3 promo code? Total- £0.00

(+ Terms and Conditions

Reseller PO Mumber
1234

Payment Method
Terms

have read and agree to the Reselle

have read and agree to Viendor Terms Far
icrosoft”

Your order should be complete.

Managed Container on Azure - Step-by-Step
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@ Order Complete

Order #5000186103 Return to Shopping

Thank you for your business.
Your order is currently being processed.

Ta check the status of your order please visit the Reseller Portal and view Order Tracking

When we have completed processing your order:
« An email will be sent to your end user with getting started instructions,

Order Date: 07-05-2018 12:34 PM CEST

Reseller PO #: 123456789

Sold To: End Customer Information:
TECH DATAFINLAND OY EI TILAUKSIA Techdata France

TALLE ASIAKASNUMEROLLE SOKERILINNANTIE 11 C William Matyas

ESPOO, 02600 FI 142 avenue de Stalingrad

Q099900909 Colombes 92700
S510QATestingEmail@techdata.com France

william.matyas@techdata.com

ltems Purchased

1 MS-AZ7R-0145P Microsoft  Azure Account Creation 07/05/2018 Basedon  Based onusage
usage
Total €0,00

Return to Shopping
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You should receive an email with your Microsoft Subscription Information:

0soft

d Service Provider

Debr Willlam Matyas.
Your Microsoft account has been setup.

Please continué to hitps:/login.micresoftonline.com and login with the userame and password below far your Office 365 subscriplions
For Azure, please use hitps:/iportal.azure.com/

Username: admin@viliamlestocp.cnmicrosoft.com

Password; *+= .

Your Subscriptions:
Name Quantity

Azure Account Creation B

And another email regarding the deployment of your Azure Bundle:

Bm Microsoft Azure

Hi!

Your Azure Bundle has been deployed!

This is to inform you that the Azure Bundle has been deployed successfully. Please
find the details below.

Sales Order Details

Sales Order #: S000186148
Reseller PO: test

End Customer PO:

Account Number: 0000345802

End Customer Email: william.matyas@techdata.com

Bundle Details
Bundle Name: Red Hat OpenShift

L . 475e5e96-bf99-4ab9-ab76-
Subscription Id: a9d5Tbfd9a32

Datacenter Location: West Europe

Credentials

Managed Container on Azure - Step-by-Step
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Now click on Reseller Portal, then Customer Admin. Look for your Customer and click on
laaS/PaasS.

———————————————————
Reseller Reso rce Center | Reseller Portal | Contact | Ca

I

D TechData StreamOne

You are currently ordering for Aida adzinovic of Tech Data Change Reseller
Home Browse By Categories Browse By Vendor

Welcome Tech Data 703212 Address Book | [N

Home Page
Customer Admin
Orders
Insights
show | 100 |entries Search: |ryan.b
Company $ Email s
_-. (-) Ryan Berger's Burgers “ ryan berger@techdata.com
|
Address Book SaaS laaS/PaaS [ Billing | I Quotes ] [ Company Info ] [ Carts ]
Opportunities Showing 110 1 of 1 entries (Filtered from 37 total entries)
First | Previous 1 | Next | Last
My Profile

Then Click on Modify:

both
infrastructure-
as-a-service
and

platform-

16/01/19 S000260371 |StreamOne |Microsot |MS-AZR- SK7608 azrhos11td Azure 1 f

05:52:PM CET | Sandbox 0145P Account
Creation Modif,
Microsoft's
cloud

platform, an

industry ‘
leader for
both
infrastructure-
as-a-service
and

platform-

Showing 1 to 12 of 12 entries
First | | Previous | 1) | Next | | Last

Cancelled laaS/Paa$ Applications

Managed Container on Azure - Step-by-Step Page 12
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Then click on “Click to Configure”:

e II—————

Home Browse By Categories Browse By Vendor
Welcome Tech Data 703212 Address Book
Home Page
Orders Status of Subscription Current Billing Cycle Current Budget Subscription Usage
\ct 12/01/2019 - 11/02/2019 £0.0( £0.00
Insights
Recurring Billing
_ Disclaimer: Data updates every
24 hours
Usage Threshold Notification at: 0% (I}
Address Book
Opportunities
My Profile Sres_ell‘e:r‘!:fqrr‘n‘anon :E‘n‘d Urs'e:rkl‘:formatlon
1
O ham Business Par

Subscription Settings

Domain: 11td

Subscript e Microsoft Azure (X

Need to access your end b
Order # Vendor Name Delegate Manage Status Created Or Modified On user's subscription
( View steps oplion belov
26037 Mi 16/0172019 information on how to get
Sandbox Oelpste - == 0522 PM CET £
View Steps
€ M " 5 16
an 522 F T 522 P

Managed Container on Azure - Step-by-Step Page 13
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Information related to selected bundle should be displayed.

Select data center location

West Europe v

Resource Group Name

ManagedContainersRG

Basic Information

Cluster name

akscluster

DNS prefix

managedcontainers

& Deployment size

Medium v

Admin username

williamm|

SSH Private Key

MIICdgIBADANBgkghkiGIwOBAQEFAASCAMAWGYJCAGEAROGBAM/ JzSenymG03b2TouFHeuWmlcSp
Qrw80E2NH1hxQ32UanodUtAAf2Z0Z0wkN8 fgxRJIZ/0UeaYtNQMPc8SDzJFAWXEC196D2WAKTIAJUZ
BGgPaS2HMi qGNxdasa43uUU6Ki LOXx110PdBCSZ31ZNZ1WSHIWVGHHUKh /uLW+dqd fhdAgMBAAEC
gYEArETEf8I0ed73j7qcéWTXsROWVIt3sTCvCEycIjkRGUYA2LEC,/UvMU9zs/xIv5NimykYs8s5+5
9THBJiFBEGSEhXDaDROueEIOsoHZJI6gdxJgFMUOUQRIrk65Q9el1NOayJCZrGulxné6zd2We3/nKpy
AJA1DGUcVwWObZZc8yei+McECQODNhQ35ujQUREP3MPX5P0O+LI9P+1GZhzZNALIQB7DeH/ ZQ8Liwap7
VOygc907frbHEVMAP/dUEBO0YWTLS50UnPRUOVAKEASCJd16Bcs0VBnbB22t ZKQ/My15vEF+gY20eI
J1/VrojGAEpIUB7xI5xzMixtnWkt0vgHQC1K73TSaauiw]j IAKQJIAbQZATINIXxqqDogE/NrTO6Cc+
G3xYLEBXLAOKKSa/ngKo7buhmr6dTI+K78p2LDxhccC9gdxBOx0H811i6V1/hGQJIAeeECQN] 7c8mg
RhMO6YVVPfhrdQsXGYtwbBnk+15KDt zVE+BT9P/MBRQT86CnwWSHDQ1 96QSWFNUK+P3nWgBY 4CQJIA
UsP4QSfV/eiGwklziLZ+ppZOVncDPVRhNWIZKX2K9epcSTTI9jbTvT jbwYe jwOYpIRrKGYXHWNVA
wsd8570gmg==

Fill the Basic Information.

Select Location from location drop down and fill in the Resource Group Name.
Fill in the Cluster name and the DNS Prefix.

You can then choose the Deployment Size.

Managed Container on Azure - Step-by-Step Page 14
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A SSH key pair will get generated and you need to copy and save the private key.
Once the Managed Containers on Azure bundle is deployed in the Azure portal, you might need
to use this Key to login into the underlying VMs Agents.

Admin username

williamm

SSH Private Key

MIICdgIBADANBgkghkiG9wOBAQEFAASCAMAWGgJCAGEAROGBAM/ JzSenymG03b2TouFHeuWmlcSp
Qrw80E2NH1hxQ32UanodUtAAf2Z0Z0WkN8 fgxRJIZ/0OUeaYtNQMPc8SDzJFAWXEC196D2WAKIAJUZ
BGgPaS2HMigGNxdasa43uUU6KiLQXx1ioPdBCSZ31ZNZ1WSHIWVGHHUKh /uLW+dgdfhdAgMBAAEC
gYEArETEf£8I0ed73]j 7qc6WTXSROWVIt3sTCvCfycIjkRGUY42LEC/UvMU9zs/XIvSNimykYs8s+5
9THBJiFBEG5EhXDaDROueEI0soHZJ6gdxJgFmMUOUQRIrk65Q9e1NOayJCZrGulxn6zd2We3/nKpy
AJA1DGUcVwWobZZcByei+McECQQDNhQ3sujQUREP3MPx5PO+L9P+1GZhzZNAIQB7DeH/ZQ8Liwap7
VOyqc907£frbHEVM4P/dUESO0YWTLS0UnPRUOVAKEAScJd16Bcs0VBnbB22tZKQ/My15VEF+gY20eI
J1/VrojGAEpIuB7xI5xzMixtnWkt0vgHQC1K73TSaauNwj IAKQIADQZAT1NIXxqgDogE/NrTO6C+
G3XYLEBXLAOKKSa/ngKo7buhmr6dTI+K78p2LDxhccCIgdxBQx0H8116V1/hGQJIAeeECQN] 7c8mg
RhMO6YVVPfhrdQsXGYtwbBnk+15KDtzVE+BT9P/MBRQTS 6CnwSHDQ1 96QSWFNUK+P3nWgBY4CQJA
UsP4QSfV/eiGwklziLZ+ppZOVncDPVYRhNWIzZKX2K9epcSTTI9jbTvT jbwYe jwOYpIRrkGYXHWNVA
wsd8570gmg==

Private Key secured

Your SSH Private Key is required to logon to the Kubernetes nodes directly.
Please make sure to store your key in a safe place. It will never be displayed again and Tech
Data will keep no copy of it.

Check the box to proceed if you secured your Private Key.

Advanced Bundle Settings

Kubernetes version

1124 v

&' Enable Azure Container Registry

& Enable Application Insights

SSH Private Key:

You will be given your Private SSH Key during the order of your Managed Container
bundle. Please make sure you secure this key and store it in a safe place as you will
need it for SSH access to any of your instances. Your key will be displayed only once
and there is no way to recover it later on. For security reasons, Tech Data does not
keep a copy.

Managed Container on Azure - Step-by-Step Page 15
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Advanced Bundle Settings

Kubernetes version

1124 7

%' Enable Azure Container Registry

ACR sku

Basic v
ACR location

West Europe v

' Enable Application Insights

Application Insights resource location

West Europe v

Container Insights resource location

West Europe v

 Depior Now

You can select your Kubernetes Version. Keep in mind it is easy to update your managed
cluster, but you cannot downgrade it.

Enable Azure Container Registry: Deploys an Azure Container Registry to store your container
imaged.

Enable Application Insights: Deploys an Application Insights you can use later on to monitor your
applications.

Click on ‘Continue Configuration’ button.

Managed Container on Azure - Step-by-Step Page 16




TechData

D Cloud |

1.2 How to connect.

Connect to the Azure Portal with your credentials.
* You would need to login to the Azure portal to get the IP address.
= https://portal.azure.com
* You would need to login using the same user name and password as the
one created in StreamOne and what was emailed to you.
* For example: john.doe@contoso.onmicrosoft.com
» It will give you a one-time password and you will need to change it.

Microsoft Azure

B% Microsoft

Se connecter a Microsoft Azure

‘E-mail, téléphone ou identifiant Skype

Pas de compte ? Créez-en un !

Votre compte n'est pas accessible ?

Managed Container on Azure - Step-by-Step Page 17
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You will then be connected to the Azure Portal. Go to Resource groups.

Tableau de bord ~  + Newdashboard

resource

All services
All resources
ALL SUBSCRIPTIONS

Function Apps
SQL databas

¥ Azure Cosmos DB
Virtual machines

Load balancers

ectory

# Upload ¥ Download & Edit () Share ./ Fullscreen O Clone

Azure getting started made easy!

— Launch an app of your choice

on Azure in a few quick steps

Create DevOps Project

Quickstart tutorials

Window rtual Machines 2

W Provision ows Server, SOL Server, SharePol

Linux Virtual Machines 2
Provision Ubuntu, Red Hat, CentS, SUSE, Core0S VMs

App Service 2
s using NET, Java, Nodejs, Python, PHP

ns 3

s events with a serverless code architecture

Monitor Service Health

nl Marketplace

- Advisor
ity Center

Cost Management + B...

oo

Microsoft Azure
Resource groups

Create a resource

Resource groups
Williamtest

Home
Add columns
Dashboard
Subscriptions: 1 ¢

All ser
mana
FAVORITES
All resources
urce groups
& Azure Active Directory
Intune
£} Azure Information Prote...
- Virtual machines
B= Storage accounts
Virtual networks
e Monitor
@ pdvisor
] Security Center
o Cost Management + Bill...
& Help + support

® subscriptions

Managed Container on Azure - Step-by-Step

it Azure (694aebdf All locatic

SUBSCRIPTION
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@ Delete

Alltags

LOCATION

West Europe

West Europe

Page 18




TechData

D Cloud |

Within the first resource group, you will find several components:
[0] ManagedContainersRG

Resource group
| Search (Cirles) | « =& add =S Editcolumns @ Delete resource group &) Refresh =% Move L Export to CSV
@ Overview Subscription (change) : Microsoft Azure Deployments : 1 Deploying
Subscription ID © 09106f92-9c86-4e23-93ce-fd2c12156ff1
E Activity log
Tags (change) : Click here to add tags
aa Access control (JAM) .
& Tags
Events Filter by name... All types ~ | | All locations ~ | | Nogroupingv
Settings 5 items Show hidden types @
NAME TYPE LOCATION
Quickstart
T Resource costs 2= ACRaksclusterwesteurope Container registry West Europe
@1 Deployments 4 akscluster Kubernetes service West Europe
Policies &¥ akscluster-4567da54-a4ee-5¢9f-aBb3-16131cib2bs3 Log Analytics workspace West Europe
= properties @ appinsakscluster Application Insights West Europe
& Locks =.ﬁ Containerinsights(akscluster-4567da54-adee-5c9f-a8b3-f6f31cfb2b83)  Solution West Europe

= Automation script

Monitoring

? Insights (preview)
Alerts

iiil Metrics

Diagnestic settings

"¢ Advisor recommendations

- The Container Registry (to store your container images)

- The Kubernetes Service (your cluster)

- The Log Analytics Workspace (used to store the logs)

- Application Insights (used for application monitoring)

- Container Insights (linked to Log Analytics, used for monitoring your containers platform)

Within the second resource group, you will find the infrastructure components linked to
Kubernetes Services:

Managed Container on Azure - Step-by-Step Page 19
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[.0] MC_ManagedContainersRG_akscluster_westeurope
Res:

oup

Bl Diagnostic settings

B sks-agentpool-17342055-nic-0
4 Advisor recommendations

B aks-agentpool-17342055-nic-1

S rt + troubleshooti
upport + troubleshoofing I aks-agentpool-17342055-nic-2

= New support request I aks-agentpool-17342055-nic-3

& Deployments K aks-agentpool-17342055-0
Policies &8 aks-agentpool-17342055-0_OsDisk_1_{7634ecd9f1946f6b5024ach60-
Properties L aks-agentpool-17342055-1
8 Lods £ aks-agentpool-17342055-1_OsDisk_1_2d9752817ce84c2d87de4890.-
K1 Automation script L1 aks-agentpool-17342055-2
£ aks-agentpool-17342055-2_OsDisk 1 fd169b976ff541bdaT12f401cla-
Monitoring
I aks-agentpool-17342055-3
@ Insights (preview)
& aks-agentpool-17342055-3 OsDisk 1.6646f5d672f34e01ab2b676c2--
Alerts
K aks-agentpool-17342055-4
i Metrics -

aks-agentpool-17342055-4_OsDisk_1_.c68a69f86b8b4e998476e3b6. -

=+ add Edit columns [ Delete resource group &) Refresh = Move | @ 2
@ Subscription (change) : Micresoft Azure Deployments : 1 Deploying
verview
Subscription ID : 0910692-9cB6-4e23-93ce-fd2c12156H1
H Activity log
Tags (change) : Click here to add tags
s Access control (IAM) N
& Tags
Eyents by name. All ypes v | | alllecatiens -
. 20 items show hidden types @
Settings
NAME TYPE
% Quickstart
© Resource costs | agentpool-availabilitySet-17342055 Availability set

Virtual machine

Disk

Virtual machine

Disk

Virtual machine

Disk

Virtual machine

Disk.

Virtual machine

Disk.

Network interface

Network interface

Network interface

Network interface

& Export to CSV

No grouping v

LOCATION

West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe
West Europe

West Europe

Go back to the first resource group and click the Kubernetes Service:

22, akscluster

Kubemetes service

« = Move [ Delete () Refresh

Search (Ctri+/)

E— Resource group {change) : ManagedContainersRG

Status : Succeeded
H Activity log

Location : West Europe
il Access control (IAM)

Subscription (change)  : Microsoft Azure

& Tags Subscription ID + 09106f92-9c86-4e23-93ce-fd2c12156ff1
Settings Tags (change)  Click here to add tags

© Upgrade

7 Scale

Monitor containers
Get health and performance insights

& DevSpaces <

! Properties GO to Azure Monitor insights

& Locks

B3 Automation script

Monitoring
? Insights

il Metrics (preview)

D Logs

Support + troubleshooting

& New support request

M View logs
Search and analyze logs u

Go to Azure Monitor logs

Kubernetes version
API server address
Total cores

Total memory

HTTP application routir...

sing ad-hoc queries

1124

: managedcontainers-95cfb77a hep.westeurope.azmkSs.io
10

140

: ddbd7efcala345e6906d.westeurope.aksappio

i View Kubernetes dashboard

Learn how to connect to the Kubernetes dashboard

View connection steps

Click on View Kubernetes Dashboard:
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Home > Resource groups > ManagedContainersRG > akscluster Kubernetes dashboard
2% akscluster
> service

~ To open your Kubernetes dashboard, complete the following steps:
€ =D Move T Delete Q) Refresh

@ Open Azure CLI version 2.0.27 of later. This will not work in cloud shell and must be running

. Resource group (change) : ManagedContainersRG Kubernete on your local machine. How ta install the Azure CLI
¥ Overview
Status  Succeeded API server
B Activitylog
Location : West Europe If you do ot already have kubectl installed in your €L, run the following command:
i Access control IAM) Subscription {change)  : Microsoft Azure Total mer 22 aks installdli B
& Tags Subseription ID | 09106f92-9¢86-4223-93ce-fd2c1 215611 HTTP appl
Setings Tags (changs) Click here to add tags (5) et the credentials for your cluster by running the following command:
x a2 aks get-credentials —resource-group ManagedContainersRs —name akscluster | [IFY
© Upgrade
7 Saale . . . @ Open the Kubernetes dashbaard by running the following command:
@ Monitor containers @ View logs
& DevSpaces ¥ Get health and performance insights Search and analyze logs using ad-hoc queries az aks browse —resource-group ManagedContainersRG —-name akscluster E
Properties Go to Azure Monitor insights Go to Azure Monitor lags
& locks Useful links
@ Automation script What is Kubern ard? 2
Full instruction: j the Kubemetes dashboard 21
Menitoring
9 Insights

il Metrics (preview)
D Logs
Support + troubleshooting

New support request

To access your Kubernetes Dashboard, you need to connect with Azure CLI and set up a Proxy
tunnel to access securely.

To get more info on how to install Azure CLI:
https://docs.microsoft.com/en-gb/cli/fazure/install-azure-cli?view=azure-cli-latest

Once you are using the Azure CLI, connect to Azure with the command “az login”.
Then use the command “az aks install-cli” so you can install the Azure Kubernetes Services CLI.

Then run the following commands to save the credentials and start the Proxy tunnel:

&) williamm@William-Surface: ~

:~$ az aks get-credentials --resource-group ManagedContainersRG --name akscluster
Merged "akscluster" as current context in /home/williamm/.kube/config

:~$ az aks browse --resource-group ManagedContainersRG --name akscluster
Merged "akscluster" as current context in /tmp/tmpiw_9_1kf
Prc run on http:/ 1:8001/

P CTRL+C C t ..
Forwarding from 127.0.0.1:8001 -> 9090
Forwarding from [::1]:8601 -> 9090
Handling connection for 801

Open your web browser and go to http://127.0.0.1:8001/
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kubernetes Q  Search + CREATE

Cluster Discovery and Load Balancing
Namespaces
Nodes Services

Persistent Volumes

Name & abels Cluster 1P

Age *
Roles
component: apiserver
Storage Classes @ rKubernetes 10001 kubernetes:443 TCP - 8 minutes
provider: kubernetes

Config and Storage

Secrets =

Overview

Workloads Name Type Age *

Cron Jobs default-token-ngn72 kubernetes.io/service-account-token 8 minutes

Daemon Sets
Deployments
Jobs
Pods
Replica Sets
Replication Controllers
Stateful Sets

Discovery and Load Balancing
Ingresses

Services

Config and Storage

You are now connected to your Kubernetes Dashboard.

You can view your nodes:

kubernetes Q  search + CREATE
Cluster
Nodes T
Namespaces
Nodes Name 2 Label: Ready CPU requests (cores)  CPU limits (cores "":' y requests Memory limits (bytes Age =
Persistent Volumes
agentpool: agentpool
Roles beta kubernetes.io/arch: amd64
Storage Classes beta kubermetes.io/instance-type:
@ ake-agentpool- 173420551 True 0.26 (13.00%) 0.15(7.50%) 254 Mi (3.18%) 470 Mi (5.89%) 5 minutes
beta kubernetes.io/os: linux
Namaspace
failure-domain beta kubernetes.l..
e show all
P agentpool: agentpool
beta kubernetes io/arch: amd6d
Workloads beta kubemetes.io/instance-type:
@ aks-agentpool-173420554 True 0.298 (14.90%) 0.288 (14.40%) 478 Mi (5.99%) 504 Mi (7.45%) 5 minutes
Cron Jobs beta kubernetes.io/os: linux
failure-domain.beta kubernetes.i..
Daemon Sets
show all
Deplayments
agentpool: agentpool
Jobs .
beta kubermetes.io/arch: amd64
L beta kubemetes.o/Instance type:
@ aks-agentpool 173420552 True 0.16 (8.00%) 0.15(7.50%) 184 Mi (2.31%) 300 Mi (3.76%) 5 minutes
Replica Sets beta kubemetes.io/as: linux
Replication Controllers falure-domain beta kubernetes.|
Stateful Sets show all
Discovery and Load Balancing o
beta kubemetes.io/arch: amd64
Ingresses beta kubernetes io/instance-type:.
Services aks-agentpool-17342055-3 True 0.16(8.00%) 0.15 (7.50%) 184 MI (2.31%) 300 Mi (3.76%) 5 minutes
i beta kubemetes,io/os: linux
Config and Storage failure-domain beta kubernetes.l..
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Q Search

© kubernetes

» aks-agentpool-17342055-1

+ CREATE

You can create Roles:

Details.
Namespaces
e Mame: ‘aks-agenpool 173420551 System info
e Laoei: ‘sgentpoot: agerepool teta e Stamdard 025,43 e nesteurcpe wacnine 102 G437 I6bATOTISZIT IR0 1015
- - - em UUIG: B450CES41431-E V4 E7E - SEDCIIEDACIO
o Annotatins rode phe ] Syt . e
R Cretion Time R Boon D 463084 debicdod aTbr-e65 17335 ebe
Addresses. Hosname: sks-agempont- 173420551 IneemaliP. 10.240.0.4 Kemel Versicn. AraEEE
. 05 Image Uburns 16.045LTS
Mamapies Pod CIDR: 10 24440024
Container Rumtme Versson: oo
detauis - Srovider I e 2 215611 rescusceGroups MG shachuste " 3220881
Unschedulab [ Kubelet Version
—— sse
o Kube-Praxy Version
Operating system:linx
Workdoads. Architecture: amdid.
Cron ot
Daemon sty Allocated resources
Geplayments
e b 4 v
- L
fepica S
fepiicaton Cantroters
Ststeul Sets
Discovery and Load Balancing
inpesses
Serices
o CPU allocation (cores) Memory allocation (bytes) Pods allocation
 Feauests 0z w Recussns e W Alocation “
Cont Maps
Parsistont Vokume Clars wum 015 mums som capacs o
Secrery Capacry 2 Capacy G
Setings
Conditions
Aout
CundDisk Faise & secont dminizes KubeietHasS ffciertDisk ubeler has sufficent ik space suilable
MemoryPresmre Faise a secont fminuzes KupeieHass ffciermhlemary bubeernas sufficient memory avaiable
DiskPressure Faise a secont sminizes KubeseHasHoDiskPressare bubeer nas no dsk pressure
i SN T e Faise a second & minies KubeserHasSutNicienPID. kubeler has sufficient PID available

kubernetes Q

Search

+ CREATE

Clust
Roles =
Namespaces
Nodes Name 3 Role Type . Age &
[T system.coredns-autoscaler Cluster Role All Namespaces 23 minutes
Roles
omsagent-reader Cluster Role All Namespaces 23 minutes
Storage Classes.
system metrics-server Cluster Role All Namespaces 23 minutes
Namespace
addon-http-application-routing nginx-ingress-role Role kube-system 23 minutes
default  ~
addon-hitp-application-routing-nginx-ingress-clusterrole Cluster Role All Namespaces 23 minutes
Overview
addon-http-application-routing-extemal-dns Cluster Role All Namespaces 23 minutes
Workloads
Cron Jobs

Or check your storage classes:

Q  Search

kubernetes

= Cluster > Storage Classes

+ CREATE

Cluster
Storage Classes
Namespaces
Nodes Name %
Persistent Volumes
default

Roles

Storage Classes
managed-premium

kubernetes.io/cluster-service: true

kubernetes.io/cluster-service: true

Provisioner

kubernetes io/azure-disk

kubernetes io/azure-disk

Parameters Age *
cachingmode: ReadOnly  kind: Managed

26 minutes H
storageaccounttype: Standard_LRS
cachingmode: ReadOnly  kind: Managed

26 minutes

storageaccounttype: Premium_LRS

Namespace

default =

Overview
Workloads
Cron Jobs
Daemon Sets
Deployments
Jobs
Pods
Replica Sets
Replication Controllers

Stateful Sets

Managed Container on Azure - Step-by-Step

Page 23




TechData

D Cloud |

On the dashboard, you can create a new deployment, by clicking on the “+ Create”
button:

kubernetes

Cluster

Namespaces

Nodes Services B
Persistent Volumes ”
Age
Roles
component: apiserver
Storage Classes (V] 10.0.0.1 Kubernetes:443 TCP 8 minute:
provider: kubernetes
default
PR Secrets
Workloads Ajes
Cron Jobs kubemetes.io/service-account-token 8 minutes
Daemon Sets

Deployments
Jobs
Pods
Replica Sets
Replication Controllers
Stateful Sets

Discovery and Load Balancing
Ingresses
Services

Config and Storage

Or Using the kubectl command lines:

:~$ az aks get-credentials --resource-group akswilliamtest1310@ --name williamaksfix
Merged "williamaksfix" as current context in /home/williamm/.kube/config

:~$ kubectl create secret generic mysql-pass --from-literal=password=December
secret/mysgl-pass created

:~$ kubectl create -f https://k8s.io/examples/application/wordpress/mysql-deployment.yaml
service/wordpress-mysql created
persistentvolumeclaim/mysql-pv-claim created
deployment.apps/wordpress-mysql created

: :~$ kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
mysql-pv-claim  Pending default 8s

:~$ kubectl get pvc
NAME STATUS VOLUME CAPACITY  ACCESS MODES STORAGECLASS AGE
mysql-pv-claim  Bound pvc-78833f05-2bae-11e9-854c-12b2498259f7  20Gi RWO default 22s

:~$ kubectl get pods
NAME READY  STATUS RESTARTS  AGE
wordpress-mysql-7977b9588d-2vfph 1/1 Running © 2m4ls
:~$ kubectl create -f https://k8s.io/examples/application/wordpress/wordpress-deployment.yaml
service/wordpress created
persistentvolumeclaim/wp-pv-claim created
deployment.apps/wordpress created
:~$ kubectl get svc
TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
ClusterIP 16.0.0.1 <none> 443/TCP
LoadBalancer 10.0.48.242 40.68.153.43 80:32728/TCP
wordpress-mysql  ClusterIP None <none> 3306/TCP
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kubernetes

Q

Search

+ CREATE

Cluster

Namespaces

Nodes

et Volumes

Ralies

Storage Classes

Namespace

defautt =

Gverview
Workloads

Cron Jobs

Daemon Sets

Deployments

Jobs

Pods

Replica Sets

Replication Controllers

Stateful sets
Discovery and Load Balancing

Ingresses

Services
Canfig and Storage

Config Maps

Persistent Valume Claims

Secrets

CPU usage

0.020
0013
0003
0004

CPU feores)

831 1837 1538

Workloads

Workloads Statuses

1538 1540 1540 1541 3

Deployments

Deployments

© voripress

© wordpress.mysq

Pods

© viordpress-557bibadsb abkrd

els

app: wordpress

app: wordpress

aks-agentpoel-80995759-2 Running

[Ty

Memony (btes)

Pods

Memory usage @
sy
s
B
e
A s 1837 153 153 1500 1540 15an e rme
Time
Replica Sets
age *
7 minutes wordpress 8-apache :
10 mintes mysals 6 :
Restans  Age & cPU (core
[ Tminutes [ o I o 954 i f

kubernetes

Q

Search

+ CREATE

luster
Namespaces
Nodes

Persistent Volumes
Roles

Storage Classes

Namespace
default -

averview

Workloads.
Cron Jobs
Daeman sets
Deplaymants
Jobs.
Pods

Replica Sets

wordpress-557bfbAdsb 2bkrd

@ wordp

55-mysqh7977b95880-2vfph

Replica Sets
Name &

@ wordpress 55

@ wordpress-mysql7977b9588d

Discovery and Load Balancing

Services

aks-agentpool-80995750-2

Running

ks-agentpool-80895758-0 Running

app:wordpress  poc-template-hash: 557bfbddsh
tier: frontend
&pp: wordprass.

ysql

pad-emplste-nash: 7977695880
i

Pods

cPu(

| .

Age *
0 7 minutes

0 10 minutes

hge T

7 minutes:

10 minutes

0

Ao

Replication Gontrollers Name & Labsls Cluster IP Intemal endgoints External endpoints Age *
Stateful Sets wordpress.80 TCP - .
werd app: wordpress 10.0.48.242 40.68.153.43:80 7 minutes H
(] P PP: P wordpress: 32728 TCP
iscovery and Load Balancing
@ wordpressmysqg app: wordpress None wordpress-mysql 3306 TGP - 10 minutes H
Ingresses
component. apiserver .
sanvices @ iubemetes 10,001 kubernetes:443 TCP - 2 hours i
provider: kubarnatas

Memory
I 106 524 Wi s i
I c.2e7 v

wordpress:4.8-apache

mysql:5.6 —
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. kubernetes Q  search + create

- Wordpre Il 7 minutes ‘wordpress:4.8-apache
Cluster tiar: frontend
app: wordpress  pod-template-hash: 7977b5538d
I ——— @ orcpe a1-7977b05 " 10 minutes ——
tier: mysql
Nodes
Persistent Volumes Discovery and Load Balancing
Rales
Storage Classes Services =
Nemespace Name 2 c nte Age T
default  ~ © oo _— Jooan 2 wordpress:80 TCF 20.68.159.43:90 & P
wordpress app: wordpress 0. wordpreas:32728 1CP 3.43 minutes
rerview @ wordpress-mysgl app: wordpress None wordpress-mysql:3306 TCP . 10 minutes
Worklosds component: spiserver
@ rubemetss 10.0.0.1 kubernetes:443 TCP - 2 hours
(e provider: kubernetes
Db Sets o
aemen e Config and Storage
Deployments
Jobs Persistent Volume Claims =
Pads
Na tatu: y coess Modes age *
Replica Sets e
lication Controller wp-peclaim prc-dcaf5017-2bse-11e9-854c- . ; o
Replication Controllers @ wppvcla Bound o 206i ReadWriteGnce default inutes
Stateful Sets
@ mysalpu-claim Bound :;::::s;;z;’f"“'"?”5"" 206 ReadWriteGnce default 10 minutes
Discovery and Load Balancing
Ingresses
Secrets =
Services
Config and Storage Nam Age
Config Maps opaque 10 minutes
Persistent Volume Claims defaulttoken-gdmbw kuberetes io/service-account-token 2 hours
Secrets
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1.3 Post-Deployment Tasks.

This part will be dedicated to give you some pointers regarding how to use the
other services being deployed in the bundle.

1.3.1 How to use the Azure Container Registry

Azure Container Registry (ACR) is a private registry for container images. A private container
registry lets you securely build and deploy your applications and custom code. In this tutorial,
you deploy an ACR instance and push a container image to it. You learn how to:

« Tag a container image for ACR
o Upload the image to ACR
e View images in your registry

This tutorial requires that you're running the Azure CLI version 2.0.53 or later. Run “az —version”
to find the version. If you need to install or upgrade, see Install Azure CLI:
https://docs.microsoft.com/en-gb/cli/fazure/install-azure-cli?view=azure-cli-latest

Log in to the container registry

To use the ACR instance, you must first log in. Use the “az acr login” command and
provide the unique name given to the container registry in the previous step.

Azure CLI

az acr login --name <acrName>

The command returns a Login Succeeded message once completed.
Tag a container image

To see a list of your current local images, use the docker images command:

$ docker images

REPOSITORY TAG IMAGE ID CREATED SIZE
azure-vote-front latest 4675398c9172 13 minutes ago 694MB
redis latest alb99da73de5 7 days ago 106MB
tiangolo/uwsgi-nginx-flask flask 788ca%94b2313 9 months ago 694MB

(These containers are used as examples)
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To use the azure-vote-front container image with ACR, the image needs to be tagged
with the login server address of your registry. This tag is used for routing when pushing
container images to an image registry.

To get the login server address, use the “az acr list” command and query for the
“‘loginServer” as follows:

Azure CLI

az acr list --resource-group myResourceGroup --query "[].{acrLoginServer:loginServer}" --output table

Now, tag your local azure-vote-front image with the “acrloginServer” address of the
container registry. To indicate the image version, add :v1 to the end of the image name:

console

docker tag azure-vote-front <acrlLoginServer>/azure-vote-front:vl

To verify the tags are applied, run “docker images” again. An image is tagged with the
ACR instance address and a version number.

$ docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

azure-vote-front latest eaf2b9c57ebe 8 minutes ago 716 MB
mycontainerregistry.azurecr.io/azure-vote-front vl eaf2b9c57e5e 8 minutes ago 716 MB
redis latest alb99da73des 7 days ago 1e6MB
tiangolo/uwsgi-nginx-flask flask 788ca%94b2313 8 months ago 694 MB

Push images to registry

With your image built and tagged, push the azure-vote-front image to your ACR
instance. Use docker push and provide your own “acrLoginServer” address for the
image name as follows:

console

docker push <acrLoginServer>/azure-vote-front:vil

It may take a few minutes to complete the image push to ACR.
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1.3.2 How to monitor the Managed Containers Bundle
with Containers Insights (Azure Monitor for containers)

Azure Monitor for containers is a feature designed to monitor the performance of container
workloads deployed to either Azure Container Instances or managed Kubernetes clusters
hosted on Azure Kubernetes Service (AKS). Monitoring your containers is critical, especially
when you're running a production cluster, at scale, with multiple applications.

Azure Monitor for containers gives you performance visibility by collecting memory and
processor metrics from controllers, nodes, and containers that are available in Kubernetes
through the Metrics API. Container logs are also collected. After you enable monitoring from
Kubernetes clusters, these metrics and logs are automatically collected for you through a
containerized version of the Log Analytics agent for Linux and stored in your Log Analytics
workspace.

What does Azure Monitor for containers provide?

Azure Monitor for containers includes several pre-defined views that show the residing container
workloads and what affects the performance health of the monitored Kubernetes cluster so that
you can:

¢ Identify AKS containers that are running on the node and their average processor and
memory utilization. This knowledge can help you identify resource bottlenecks.

¢ Identify processor and memory utilization of container groups and their containers hosted in
Azure Container Instances. Identify where the container resides in a controller or a pod. This
knowledge can help you view the controller's or pod's overall performance.

¢ Review the resource utilization of workloads running on the host that are unrelated to the
standard processes that support the pod.

¢ Understand the behavior of the cluster under average and heaviest loads. This knowledge
can help you identify capacity needs and determine the maximum load that the cluster can
sustain.
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How do | access this feature?

You can access Azure Monitor for containers two ways, from Azure Monitor or directly from the
selected AKS cluster. From Azure Monitor you have a global perspective of all the containers
deployed, which are monitored and which are not, allowing you to search and filter across your
subscriptions and resource groups, and then drill into Azure Monitor for containers from the
selected container. Otherwise, you can simply access the feature directly from a selected AKS
container from the AKS page.

Home > Monitor - Containers
Monitor - Containers x
areh (Ctri+, “ QRefresh [ Feedback v
Overview
Cluster Status Summary
& Activity log . 11 AKS Healthy 239
Aers o VA L TV
o Total Critical Warning  Unknown Non-monitored 13
il Metrics
o
P Logs .
& Log N clusters(13) Learn more [7]
% Senvice Health -
Insights
40
@ Applications
i T
D viruol Mochines (oreviewy | CWSTERNAME custer Tvee starus noEs useR poDS S¥sTeEm poDS
) 179 AKS @ Healthy (- E1E] Qs @is/15
& Containers
£ Network Home > Menitor - Containers > ¢i-aks-kubever-1-7-16 - Insights
- i@ ci-aks-kubever-1-7-16 - Insights x
Settings P €« Urefresh @ Mon wp [ Feedback v
Bl Diagnostics settings 8 Overview TimeRange - Last 6 hours | | 7 Add Fiter
7
Autoscale & 4 Cluster Nodes Controllers  Containers Leam more [
sl Access control {1AM)
Support + Troubleshooting
& Togs
Node CPU utilization % g | Min | S0th | 80th | 95th | Max Node memory utilization % Avg | Min | S0th | S0th | 85th  Max
S granataity Sm gransiaity
Settings
© upgrade
2 saale
! Properties
& Locks
[P STV Sy S PP PN s
B2 Automation script
Monitaring e o e o
9 nsights 6.94+ 1292+ [ 0=
il Metrics (preview)
® Logs
Support + troublesheoting Node count Total | Ready | Not Ready Active pod count Total | Pending | Running | Unknown
S gramatarity Sm granciaity
& New support request
mor NTREADY rerong G sy
2,99 822, 0 18 0
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1.3.3 How to monitor the Managed Containers Bundle
with Containers Insights (Azure Monitor for containers)

Application Insights is an extensible Application Performance Management (APM) service for
web developers on multiple platforms. Use it to monitor your live web application. It will
automatically detect performance anomalies. It includes powerful analytics tools to help you
diagnose issues and to understand what users actually do with your app. It's designed to help
you continuously improve performance and usability. It works for apps on a wide variety of
platforms including .NET, Node.js and J2EE, hosted on-premises, hybrid, or any public cloud. It
integrates with your DevOps process, and has connection points to a variety of development
tools. It can monitor and analyze telemetry from mobile apps by integrating with Visual Studio
App Center.

How does Application Insights work?

You install a small instrumentation package in your application, and set up an Application
Insights resource in the Microsoft Azure portal. The instrumentation monitors your app and
sends telemetry data to the portal. (The application can run anywhere - it doesn't have to be
hosted in Azure.)

You can instrument not only the web service application, but also any background components,
and the JavaScript in the web pages themselves.

Web pages

Client apps

Al

HTTP
requests

Your Web
Service
Al

/ Dependency Calls

sy
sQL

Application £TIJ
Insights

Visual Studio

Rest API

1

External

Background
Services
Al

Services

Continous
Export 4
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In addition, you can pull in telemetry from the host environments such as performance counters,
Azure diagnostics, or Docker logs. You can also set up web tests that periodically send synthetic
requests to your web service.

All these telemetry streams are integrated in the Azure portal, where you can apply powerful
analytic and search tools to the raw data.

What’s the overhead?

The impact on your app's performance is very small. Tracking calls are non-blocking, and are
batched and sent in a separate thread.

What does Application Insights monitor?

Application Insights is aimed at the development team, to help you understand how your app is
performing and how it's being used. It monitors:

e Request rates, response times, and failure rates - Find out which pages are most
popular, at what times of day, and where your users are. See which pages perform best.
If your response times and failure rates go high when there are more requests, then
perhaps you have a resourcing problem.

o Dependency rates, response times, and failure rates - Find out whether external
services are slowing you down.

o Exceptions - Analyze the aggregated statistics, or pick specific instances and drill into
the stack trace and related requests. Both server and browser exceptions are reported.

e Page views and load performance - reported by your users' browsers.
e AJAX calls from web pages - rates, response times, and failure rates.
e User and session counts.

e Performance counters from your Windows or Linux server machines, such as CPU,
memory, and network usage.

e Host diagnostics from Docker or Azure.

o Diagnostic trace logs from your app - so that you can correlate trace events with
requests.

e Custom events and metrics that you write yourself in the client or server code, to track
business events such as items sold or games won.
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Where do | see my telemetry?

Smart detection and manual alerts
Automatic alerts adapt to your app's normal patterns of telemetry and trigger when there's
something outside the usual pattern. You can also set alerts on particular levels of custom or

standard metrics.

Application map
The components of your app, with key metrics and alerts.

Profiler
Inspect the execution profiles of sampled requests.

Usage analysis
Analyze user segmentation and retention.

Diagnostic search for instance data
Search and filter events such as requests, exceptions, dependency calls, log traces, and page

views.

Metrics Explorer for aggregated data
Explore, filter, and segment aggregated data such as rates of requests, failures, and

exceptions; response times, page load times.

Dashboards
Mash up data from multiple resources and share with others. Great for multi-component
applications, and for continuous display in the team room.
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Abnormal rise in failed request rate in app "fabrikamprod”

Analysis time (UTC)
03/27/2018, 07:56 - 07:58

Detected failed request rate  Normal rate (8 minutes)]
93.8% (45/48) 1%

78% of the falled requests affected 1 user and have these characteristics

500- internal server error
POST Customers/Creste

Resparse (ode
Operation neme.

w2/

]
m‘*\ ___(#m — .8
53K calls fabrikamxyz
SoL
114 ms | 66750
ﬁmu‘ fabrikamfibetapp
f

20030 - 0w

A LEY Fen 7 SAM

DEPENDENCY REQUEST DICEPTION AVAIL

TRACE
I 270« 1149« 81« 20« 7.5«

I 07/02/2017 13:51:52 - REQUEST

GET ServiceTickets/Index

Request URL: http://fabrikam08.centralus.cloudappazure.com/Service Tick
Response code: 200 Server response time: 103.74 ms Request URL path: |

1 07/02/2017 13:51:50 - EXCEPTION
The remote server returned an error: (403) Forbidaen.
Exception type: System.Net.WebException

AVERAGE SERVER RESSO. ©
61 Ao ETETA. 8
39.7.

I 1 evenTLB00K ©
GET RO /BOoKNGS @

14.2.
A Add new chart
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Live Metrics Stream
When you deploy a new build, watch these near-real-time performance indicators to make
sure everything works as expected.

Analytics
Answer tough questions about your app's performance and usage by using this powerful
query language.

Visual Studio
See performance data in the code. Go to code from stack traces.

Snapshot debugger
Debug snapshots sampled from live operations, with parameter values.

Power BI
Integrate usage metrics with other business intelligence.

REST API
Write code to run queries over your metrics and raw data.

Continuous export
Bulk export of raw data to storage as soon as it arrives.
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requests

| where timestamp > ago(7d) and toint(duration) > @
| summarize avg(duration), percentiles(duration,5@)
by bin(timestamp,2h) | render timechart
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Stack Trace
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Application2.Controllers.HomeController.About
atlambda_metnod

Mﬂ'mc Action hodDispatcher.Execut|
@ 1exception

pubhc ActionResult M)
{

ViewBag.Message = "Your application desq
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{ Open Exception Settings | Edit Conditicns
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How do | use Application Insights?
Monitor

Install Application Insights in your app, set up availability web tests, and:
e Set up a dashboard for your team room to keep an eye on load, responsiveness, and the
performance of your dependencies, page loads, and AJAX calls.
e Discover which are the slowest and most failing requests.
e Waitch Live Stream when you deploy a new release, to know immediately about any
degradation.

Detect, Diagnose

When you receive an alert or discover a problem:
e Assess how many users are affected.
o Correlate failures with exceptions, dependency calls and traces.
o Examine profiler, snapshots, stack dumps, and trace logs.

Build, Measure, Learn

Measure the effectiveness of each new feature that you deploy.
e Plan to measure how customers use new UX or business features.
e Write custom telemetry into your code.
o Base the next development cycle on hard evidence from your telemetry.
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https://docs.microsoft.com/en-gb/azure/azure-monitor/app/monitor-web-app-availability
https://docs.microsoft.com/en-gb/azure/azure-monitor/app/app-insights-dashboards
https://docs.microsoft.com/en-gb/azure/azure-monitor/app/live-stream
https://docs.microsoft.com/en-gb/azure/azure-monitor/app/usage-overview
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2. Azure Notions.
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Resource Properties Description

Azure Kubernetes Service is a managed Kubernetes cluster in Azure. AKS reduces the
complexity and operational overhead of managing Kubernetes, offloading much of that
responsibility to Azure. Azure handles critical tasks like health monitoring and maintenance.
The Kubernetes masters are managed by Azure.

» akscluster Kubernetes Service Managed Kubernetes

Azure Container Registry is a managed Docker registry service based on the open-source Docker
Registry 2.0. Azure container registries are used to storeand manage private Docker container
images, from your existing container development and deploymentpipelines.

(:% ACRakscluster Container Registry Managed Docker Registry

Application Insights is an Application Performance Management (APM)service for web
developers on multiple platforms. It detects performance anomalies and includes analytics
tools to help diagnose issues and to understand what users actually do within the app. It
works for apps on a wide variety of platforms including .NET, Node.js and J2EE.

? applnsakscluster Application Insights Part of Azure Monitor

Azure Monitor for containers is designed to monitor the performance of container workloads
deployed to AKS. Monitoringyour containersis critical, especially when you're runninga
m . ) Azure Monitor for production cluster, at scale, with multiple applications. It gives you performance visibility by
= ContalnerInSIthSw Container Insights Containers collecting metrics from controllers, nodes, and containers that are availablein Kubernetes through
the Metrics API. Containerlogs are also collected. After you enable monitoring, these metrics and
logs are automatically collected through a containerized version of the Log Analytics agent for
Linuxand stored in your Log Analytics workspace.

Log data collected by Azure Monitor is stored in Log Analytics which includes a rich querylanguage
Log Analytics in Azure to quickly retrieve, consolidate, and analyze collected data. You can create and test queries using
the Log Analytics page in the Azure portal and then either directly analyze the data using these
tools or save queries for use with visualizationsor alert rules.

q@ akscluster-4567da54-adee-5¢9f- Log Analytics
Monitor
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Resource Properties

g aks-agentpool-10285105-0

A aks-agentpool-10285105-1 Virtual Machines 1, 2, 3 or more VM agents

B aks-agentpool-10285105-2

aks-agentpool-10285105-0_OsDisk_1_

aks-agentpool-10285105-1_OsDisk_1_i

Managed Disk 1 OS Disk per VM Agent

@00 o

aks-agentpool-10285105-2_OsDisk_1_

aks-agentpool-10285105-nic-0

aks-agentpool-10285105-nic-1 Network Interface

1 NIC per VM Agent

aks-agentpool-10285105-nic-2

1 Availability Set
for VM Agents

agentpool-availabilitySet- Availability Set

Network Security
Group

e aks-agentpool-10285105-nsg 1 NSG for VM Agents

TechData
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Description

AKS nodes run on Azure virtual machines. You can connect storage to
nodes and pods, upgrade cluster components, and use GPUs.

To supportapplicationworkloads, you can mount storage volumes for
persistentdata. Both static and dynamicvolumes can be used.
Depending on how many connected pods are to share the storage, you
can use storage backed by either Azure Disks for single pod access, or
Azure Files for multiple concurrent pod access.

The Network Interface Card is what connects the Virtual Machine to the
Network Security Group

VMs are placedin a logical grouping called an availability set so they are
distributed across the underlyinginfrastructure. Ifthere is a planned
maintenance event in Azure or an underlying hardware/infrastructure
fault, the use of availability sets ensures that at least one VM remains
running.

The purpose of NSG is to restrict traffic from outside of the VNet to
serversinside of the VNet. They are also used to restrict server to server
communicationsinside the VNet.

I N N

&+ aks-vnet-10285105 Virtual Network  Address prefix: 10.0.0.0/8

1 Public IP for the
Load Balancer

E kubernetes-ab5710da9 PublicIP address

Load Balancer
2 probes and 2 rules for TCP
80 and TCP 443

Load Balancer

@ kubernetes

2ed715d2ff834f1988ffwesteurope.aksapp.io DNS Zone for HTTP

DNS Zone Application Routing

Azure VNet provides the ability to set up custom virtual networking
which includes subnets,and IP address ranges.

IP address for the load balancer for application access from outside the
cluster

Load balancer for application access from outside the cluster

The HTTP application routingadd-on makes it easy to access applications
deployed to an AKS cluster. HTTP application routing solution configures
an ingress controller in the AKS cluster. As applications are deployed,
publicly accessible DNS names are auto configured. The HTTP application
routing configures a DNS zone and integrates it with the AKS cluster. You
can then deploy Kubernetes ingress resources as normal.
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